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Online Hate and Harassment is Ubiquitous

41% of people in US 40% of people globally

SoK: Hate, Harassment, and the Changing Landscape of Online Abuse



We still do not understand what online 
hate and harassment looks like at scale.

9



What are the behaviors of Reddit 
accounts that engage in hate and 
harassment?
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Why Reddit?
• Clear connection to prior instances of harassment


• Reddit’s community structure make it unique and interesting to study


• Ease of access to historical data 
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Defining Online Hate and Harassment
• Online hate and harassment attacks are very broad


• Encompasses anything from trolling to cyberstalking


• In this study, we focused on accounts that post toxic comments 

• “A rude, disrespectful, or unreasonable comment that is likely to make you 
leave a discussion”
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Incorporating User Experiences to Improve Automated Detection of Toxic Content Online

Collecting and Classifying Reddit Comments
• We collected every comment posted 

on Reddit from January – June 2020


• 673M comments, 353K unique 
subreddits, 16.1M accounts


• Classified every comment using the 
Google Jigsaw Perspective API


• Perspective API returns a score 
between 0 – 1 about how “toxic” an 
input comment is

13



Incorporating User Experiences to Improve Automated Detection of Toxic Content Online

Identifying Abusive Accounts + Comments
• Perspective API offers several 

different classifiers for toxicity; we 
chose the SEVERE_TOXICITY 
classifier at a reasonably high 
threshold which offers the best 
precision


• Labeled an account as an abusive 
account if they posted at least 1 
comment above this threshold


• Liberal threshold; but other 
thresholds created similar 
downstream results
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Perspective 
Classifier Threshold Precision

IDENTITY_ATTACK 0.9 0.62

INSULT 0.9 0.53

THREAT 0.9 0.43

TOXICITY 0.9 0.51

SEVERE_TOXICITY 0.9 0.75



Incorporating User Experiences to Improve Automated Detection of Toxic Content Online

Dataset
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156K 
abusive accounts

2.6M 
toxic comments posted

>100K 
subreddits



What does abuse look like on 
Reddit?
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Incorporating User Experiences to Improve Automated Detection of Toxic Content Online

Abusive Accounts in Aggregate
• Abusive accounts make up just ~1% of all Reddit accounts


• However, such accounts produce significant volume: 63M (11.9%) 
comments are posted by abusive accounts


• 2.6M comments are toxic, accounting for 0.5% of all comments posted to the 
platform


• Smaller footprint than spam, but tactics are fundamentally different 

• Takeaway: Traditional defenses (e.g., banning accounts) would have 
outside detrimental impact on platform conversation and health
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Incorporating User Experiences to Improve Automated Detection of Toxic Content Online

Footprint of Abusive Accounts
• Abusive accounts post in 100K 

subreddits; 43K (42.6%) contain at least 
one toxic comment


• Subreddits in the red band are 
hotspots of toxic activity; 1% of 
subreddits consist entirely of abusive 
accounts 


• Some large subreddits consist of 
upwards of 30% toxic comments


• 13.1M (78.2%) accounts participate in a 
thread where toxic comments appear, 
suggesting such comments are a 
pervasive part of Reddit
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Incorporating User Experiences to Improve Automated Detection of Toxic Content Online

Toxic Comment Breakdown

24

Category % Comments

Insult 63.4%

Identity Attack 14.2%

Call to Leave Conversation 12%

Threat 5.5%

Sexual Aggression 2.8%

Identity Misrepresentation 1.6%
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Toxic Comment Breakdown
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Category % Comments

Insult 63.4%

Identity Attack 14.2%

Call to Leave Conversation 12%

Threat 5.5%

Sexual Aggression 2.8%

Identity Misrepresentation 1.6%

“I don’t know what’s more salty. Your mouth or your 
asshole. Not like there is a big difference between 
them in your case, diarrhea and entitlement come out 
of both ends, and they’re both just as pathetic.” 
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Toxic Comment Breakdown
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Category % Comments

Insult 63.4%

Identity Attack 14.2%

Call to Leave Conversation 12%

Threat 5.5%

Sexual Aggression 2.8%

Identity Misrepresentation 1.6%

“...Get the fuck off this subreddit. You 
clearly don’t really care about how 
severe NVLD can be. There’s literally 
no fucking help out there for us.” 



Toxic comments are a highly visible 
and pervasive part of Reddit.
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What are the toxicity behaviors of 
abusive accounts?
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Abusive Account Toxicity
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Abusive Account Toxicity
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Abusive Account Toxicity
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Abuser Behaviors Vary by Subreddit
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Abuser Behaviors Vary by Subreddit
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Abuser Behaviors Vary by Subreddit
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Abusers Violate Subreddit Norms
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Abusers Violate Subreddit Norms
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Incorporating User Experiences to Improve Automated Detection of Toxic Content Online

Building Abuser Personas
• Varied abuser toxicity behaviors imply classes, or personas of abusive accounts 

that can inform defenses


• Clustered (with PCA and K-Means) abusive accounts based on four features:


• Fraction of abuser comments that are toxic


• Fraction of subreddits that abusers post a toxic comment in


• Median fraction of toxic comments for each subreddit the abuse participates 
in


• The fraction of sub communities that each abusive account violates a norm in


• Identified 3 classes of abusive accounts
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Abuser Personas

39

Metric Sub-Metric Cluster 1 Cluster 2 Cluster 3

Cluster Size 52K (60%) 30K (30.8%) 4.8K (5.6%)

Toxicity

Aggregate 
Toxicity 5.1% 12.1% 20%

Fraction of 
subreddits with 
toxic comments

19.6% 36% 50%

Norm Violated 
Subreddits 12.5% 24% 75%
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Abuser Personas – Occasional Abusers
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Metric Sub-Metric Cluster 1 Cluster 2 Cluster 3

Cluster Size 52K (60%) 30K (30.8%) 4.8K (5.6%)

Toxicity

Aggregate 
Toxicity 5.1% 12.1% 20%

Fraction of 
subreddits with 
toxic comments

19.6% 36% 50%

Norm Violated 
Subreddits 12.5% 24% 75%
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Abuser Personas – Moderate Abusers
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Metric Sub-Metric Cluster 1 Cluster 2 Cluster 3

Cluster Size 52K (60%) 30K (30.8%) 4.8K (5.6%)

Toxicity

Aggregate 
Toxicity 5.1% 12.1% 20%

Fraction of 
subreddits with 
toxic comments

19.6% 36% 50%

Norm Violated 
Subreddits 12.5% 24% 75%
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Abuser Personas – Serial Abusers
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Metric Sub-Metric Cluster 1 Cluster 2 Cluster 3

Cluster Size 52K (60%) 30K (30.8%) 4.8K (5.6%)

Toxicity

Aggregate 
Toxicity 5.1% 12.1% 20%

Fraction of 
subreddits with 
toxic comments

19.6% 36% 50%

Norm Violated 
Subreddits 12.5% 24% 75%



Abusive accounts are not singular, and 
defenses should follow abuse patterns
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Cluster-1 Informed Defenses – Nudges
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Cluster-2 Informed Defenses – Community-based Rules
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Cluster-3 Informed Defenses – Platform-Wide Bans
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Key Takeaways
• Toxic content is distinct from spam 

and fraud; traditional defensive 
mechanisms are not as easy to apply 
without downstream platform health


• Toxic content has a wide reach on 
Reddit, and impacts a significant 
number of interactions even if volume 
is low  


• Harassment interventions cannot be 
“one-size-fits-all”; need to be nuanced 
to capture varied attacker patterns

47



Incorporating User Experiences to Improve Automated Detection of Toxic Content Online

Key Takeaways
• Toxic content is distinct from spam 

and fraud; traditional defensive 
mechanisms are not as easy to apply 
without downstream platform health


• Toxic content has a wide reach on 
Reddit, and impacts a significant 
number of interactions even if volume 
is low  


• Harassment interventions cannot be 
“one-size-fits-all”; need to be nuanced 
to capture varied attacker patterns

48

Deepak Kumar


kumarde@cs.stanford.edu


@_kumarde


mailto:kumarde@cs.stanford.edu


Backup

49
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Identifying Abusive Accounts
• Perspective API has several classifiers trained 

to look for different types of abuse


• We looked for the a classifier + threshold 
combination that maximized precision, as 
to reduce the number of false positives 

• Leveraged data collected from Reddit in prior 
work* to identify an “abusive account”  
threshold


• Choosing SEVERE_TOXICITY >= 0.9 
threshold offers a high precision signal for 
whether a comment is toxic; but significantly 
reduced data volume


• Only 203K (0.03%) comments meet this 
threshold

50

Perspective 
Classifier Max Threshold Precision

IDENTITY_ATTACK 0.9 0.62

INSULT 0.9 0.53

THREAT 0.9 0.43

TOXICITY 0.9 0.51

SEVERE_TOXICITY 0.9 0.75

*Designing Toxic Content Classification for a Diversity of Perspectives, SOUPS 2021
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Identifying Abusive Accounts
• Perspective API has several classifiers trained 

to look for different types of abuse


• We looked for the a classifier + threshold 
combination that maximized precision, as 
to reduce the number of false positives 

• Leveraged data collected from Reddit in prior 
work* to identify an “abusive account”  
threshold


• Choosing SEVERE_TOXICITY >= 0.9 
threshold offers a high precision signal for 
whether a comment is toxic; but significantly 
reduced data volume


• Only 203K (0.03%) comments from 156K 
accounts meet this threshold
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Perspective 
Classifier Max Threshold Precision

IDENTITY_ATTACK 0.9 0.62

INSULT 0.9 0.53

THREAT 0.9 0.43

TOXICITY 0.9 0.51

SEVERE_TOXICITY 0.9 0.75

*Designing Toxic Content Classification for a Diversity of Perspectives, SOUPS 2021
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Expanding Abusive Comments Set
• Can we expand the set of abusive 

comments to capture more abusive 
behaviors?


• Hypothesis: If an account engages in 
toxic behavior, other posts made by the 
same account may be toxic at a lower 
threshold


• Randomly sampled 200 comments from 
abusive accounts and 200 from nonabusive 
accounts; evaluated precision from 
comments at each threshold


• We could lower the threshold with only a 
modest drop in precision; strong enough 
signal to start measuring behaviors en
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Threshold Nonabusive 
Precision

Abusive 
Precision

Fraction of 
Comments

0.5 0.19 0.56 6.6M (1.3%)

0.7 0.22 0.68 2.6M (0.5%)

0.9 NA 0.75 203K (0.05%)
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Threshold Nonabusive 
Precision

Abusive 
Precision

Fraction of 
Comments

0.5 0.19 0.56 6.6M (1.3%)

0.7 0.22 0.68 2.6M (0.5%)

0.9 NA 0.75 203K (0.05%)


